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Abstract
We propose a new technique for optimizing a triangular

mesh for polyhedral representation of the scene in a video
stream. We introduce a specially designed template that can
effectively detect color and texture discontinuities. Using
real images, we demonstrate that our method is superior to
existing methods.

1. Introduction

One of the most important issues of 3-D reconstruc-
tion from images is how to represent the reconstructed
shape. If calibrated stereo vision is available, we can
obtain a dense depth map over all the pixels. If a tech-
nique called space carving [5] is used, the scene can be
represented as an aggregate of colored voxels. More so-
phisticated methods, such as plenoptic representation
[1], light field rendering [6], and lumigraph [2], register
all the light rays in the scene for generating new views
seen from an arbitrary viewpoint.

If images are taken by uncalibrated cameras, on the
other hand, corresponding feature points are extracted,
and their 3-D coordinates are computed [3]. Then, a
triangular mesh is defined using the matched points,
and the scene is displayed as a texture-mapped polyhe-
dron. The triangular mesh can be automatically gener-
ated using Delaunay triangulation [9], which produces
triangles of balanced sizes and shapes, suitable for poly-
hedral representation of a curved surface.

However, a serious problem occurs if the scene it-
self is a polyhedron. In man-made environments such
as indoors and cities, most objects are polyhedra. If
the vertices of polyhedral objects are chosen as feature
points, some of the triangulation edges may not coin-
cide with the physical edges. See Fig. 1, for example.
The Delaunay triangulation in Fig. 1(a) does not cor-
rectly represent the true shape, but the triangulation
in Fig. 1(b) correctly represents it.

The aim of this paper is to present a new tech-
nique for automatically transforming a given triangu-
lation into a physically compatible one. Sec. 2 ∼ 4
describe the principle of our method. The procedure
is described in Sec. 5. In Sec. 6, we show real image
examples to demonstrate that our method is superior
to existing methods. Sec. 7 concludes this paper.

(a) (b)

Figure 1. (a) Triangulation inconsistent with the
true shape. (b) Triangulation consistent with the true
shape.

2. Compatibility of Triangulation

Many studies exist for generating optimal triangular
meshes. They are roughly classified into two categories:
to replace a dense mesh by a coarser one without im-
pairing the faithfulness of the shape representation, or
to upgrade the descriptiveness of the shape by adding
vertices and edges. For example, Vogiatzis et al. [10]
simplified a fine mesh by stochastic annealing, while
Yu et al. [11] refined a coarse mesh by estimating the
object shape and the surface reflectance map. These
involve the entire process of 3-D reconstruction from
sensor data acquisition to final display.

Here, we consider a third category: optimizing edges
for a given set of vertices by image processing tech-
niques without using 3-D shape information. By this
approach, we can encapsulate this algorithm as an in-
dependent tool for all potential applications not limited
to 3-D reconstruction.

The only existing studies in this category are those
of Morris and Kanade [7] and Perrier et al. [8]. The ba-
sic principle is to compare the textures in correspond-
ing triangular patches in different frames. If a triangu-
lar patch is defined on a planar surface, its texture in
one frame can be mapped onto the corresponding patch
in another by an affine transformation1. Hence, the in-
tensity difference after the mapping should be zero. If

1Theoretically, corresponding patches in different frames are
related by a homography [3], but as far as individual patches
are concerned, as opposed to a global planar scene, the mapping
can be approximated by an affine transformation with negligible
differences.
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Figure 2. (a) Mapping the inside of quadrilateral
surrounding the edge AB in Fig. 1(a) into a square
region by a homography. (b) Mapping the triangles
adjacent to the edge AB in Fig. 1(a) separately into
the same square region by affine transformations. (b)
The difference of (a) and (b) (darker tones correspond
to larger values).

not, the patch is not on a planar surface, so we “flip”2

an appropriate edge (e.g., the edge AB in Fig. 1(a) is
flipped into the edge CD in Fig. 1(b)). Iterating this,
we should end up with a triangular mesh compatible
with the object shape [7].

In reality, the intensity difference is not exactly zero
due to inaccuracies of feature point matching and view-
point dependent reflectance changes, but setting an ap-
propriate threshold is difficult. So, Morris and Kanade
[7] and Perrier et al. [8] iteratively flipped edges so as to
maximize the similarity (or minimize the dissimilarity)
between the textures of corresponding patches.

As the texture (dis)similarity measure, Morris and
Kanade [7] used the sum of square differences of the
corresponding pixel values (to be minimized), while
Perrier et al. [8] used the normalized correlation (to
be maximized).

In this paper, we point out that their methods are
in reality detecting not so much the appearance dif-
ferences caused by viewing angles as texture disconti-
nuities over mesh edges, which are the dominant clues
to shape inconsistency. Based on this observation, we
present a more efficient measure for directly detect-
ing texture discontinuities and demonstrate that our
method outperforms the existing methods.

3. Texture Discontinuity Detection

We say that an edge of the mesh is incorrect if it
connects two points on different faces of the polyhedral
object (e.g., the edge AB in Fig. 1(a)), and correct oth-
erwise: a correct edge lies either within a planar face or
along one of its boundaries (e.g., the edges in Fig. 1(b)).
We assume that texture, color, or brightness (generi-
cally we call these simply “texture”) is different from
face to face. According to our experience, the methods
of Morris and Kanade [7] and Perrier et al. [8] can ef-
fectively detect the shape inconsistency only when this
assumption is satisfied.

Consider the edge AB in Fig. 1(a). We want to test
2Morris and Kanade [7] used the term “swap”, but since only

one edge is involved, we use the more mathematically accepted
term “flip” after Perrier et al. [8].
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Figure 3. (a) Inconsistency detection template.
Lighter tones correspond to larger values. (b) Cross
section along OS.

if this edge is correct. If the inside of the quadrilateral
surrounding this edge is mapped onto a square region
by a homography, we obtain Fig. 2(a). If the triangles
adjacent to this edge on both sides are mapped onto
the same square region by affine translations individu-
ally, we obtain Fig. 2(b). Their difference is Fig. 2(c)
(darker tones correspond to larger values).

We observe a dark triangular region crossing the di-
agonal that corresponds to the edge AB. We regard
such a region as indicating the inconsistency of the
edge. It is easily seen that no such region would ap-
pear if the same procedure is applied to the edge CD
in Fig. 1(b).

Note that the edge CD in Fig. 1(b) is mapped to a
straight line by a homography of the quadrilateral but
generally not so if the two triangles adjacent to the edge
AB in Fig. 1(a) are separately mapped by individual
affine transformations.

Thus, the inconsistency of an edge is detected not by
testing if texture discontinuity exists across that edge
but by testing if texture discontinuity exists across the
line, where no mesh edge exists yet , onto which the
edge is to be flipped. If so, we flip that edge.

Of course, the discontinuity cannot be detected in
this way if the surrounding quadrilateral happens to
be a parallelogram. However, this can be resolved by
using multiple (at least two) images, because if viewed
from a different angle, the quadrilateral does no longer
look like a parallelogram unless it is defined on a planar
surface, in which case the edge is correct by definition.

4. Inconsistency Detection Template
In order to detect intensity difference as shown in

Fig. 2(c), we define a template as depicted in Fig. 3(a),
where lighter tones correspond to larger values. It is
defined over a square region ORST of size l × l with
the following values3:

T (x, y)=





e
− (x+y−l)2

2α2(x−y−l)2 x + y < l, x ≥ y
T (y, x) x + y ≤ l, x < y

−T (l − y, l − x) x + y > l

. (1)

3We set the template size l in such a way that the average area
of the triangular patches in the input images is approximately
l2/2.
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This template is symmetric with respect to the diag-
onal OS and antisymmetric with respect to TR. The
contour T (x, y) = constant consists of two line seg-
ments starting from R and T and meeting on the di-
agonal OS. Fig. 3(b) shows the cross section along the
diagonal OS: the Gaussian function of mean l/

√
2 and

standard deviation αl
√

2 cut in the middle and placed
upside down on the right side4.

In our experiment, we set the template value T (x, y)
to zero at the pixels on the diagonal TR and at the
pixels within distance 0.02l pixels from the diagonal
OS or from the boundary. This is to avoid the effect of
misalignment of patch boundaries due to inaccuracies
in locating feature points.

The reason we use an antisymmetric template is that
we do not know a priori on which side the intensity
difference appears; it should lie only on one side of the
diagonal of the surrounding quadrilateral. If it appears
on the other side, the difference has an opposite sign,
but the template also has an opposite sign there, so the
filter output always has the same sign. The antisymme-
try also has the advantage of canceling intensity fluc-
tuations in homogeneously textured region, since such
fluctuations are usually uniformly distributed over the
entire quadrilateral region.

5. Procedure for Edge Optimization

We assume that feature points are tracked through
a video stream of M frames. An initial triangulation
is defined by selecting one frame, defining a Delaunay
triangulation over the feature points in that frame, and
isomorphically mapping it to the rest of the frames.
5.1 Edge inconsistency measure

We measure the degree of inconsistency w(AB) of
edge AB as follows:

1. If the edge AB has only one adjacent triangle, let
w(AB) = −1, meaning that AB is a boundary
edge.

2. Let 4ABP and 4ABQ be the adjacent triangles.
Let w(AB) = 0 if the quadrilateral APBQ is con-
cave in some frames.

3. Otherwise, define an l × l square region ORST
whose pixel values are reset to zero. Then, do the
following for κ = 1, ..., M .
(a) Map the texture in the quadrilateral APBQ

in the κth frame onto the square region
ORST by a homography and add to the pixel
values written there.

(b) Affinely map the texture in 4ABP and
4ABQ onto 4OSR and 4OST , respec-
tively, and subtract the pixel values from the
values written there.

4We experimentally found that α = 0.1 can produce a good
result.
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Figure 4. Edge flipping for a concave quadrilateral
would result in a reversed patch.
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Figure 5. Principle of inconsistency detection.

4. Output the correlation between the values written
there and the template T (x, y) as w(AB).

We assume that at the time of generating the initial
mesh each edge is classified either into a “boundary
edge” with one triangle on one side or into an “internal
edge” with two triangles on both sides. The concav-
ity check in Step 2 is for preventing patch reversal [7]
(Fig. 4).

Fig. 5 illustrates the meaning of Step 3. If there
is no texture difference across the diagonal onto which
the edge might be flipped, no intensity difference will
arise in the quadrilateral APBQ. If there is, intensity
difference occurs within a narrow triangular region on
either side of that diagonal. We can easily see that
the difference has opposite signs depending on which
side of the diagonal it appears. Accumulating them for
all the frames, we end up with two narrow triangular
regions with opposite signs (or possibly only one on
one side). Hence, we can measure the strength of the
total intensity difference by applying the antisymmetric
template shown in Fig. 3.

For color images, we apply the above procedure for
the R, G, and B values separately and compute the
root-mean-square of the three outputs as w(AB).

5.2 Optimization procedure

We compute the inconsistency measure w() for all
edges and look for the edge AB that has the largest
value w(AB). We stop if w(AB) = 0. Else, we flip
the edge AB to PQ and compute w(PQ). If w(PQ)
> w(AB), we eliminate the edge PQ, restore the edge
AB, and let w(AB) = 0. Otherwise, we recompute w()
for edges PA, PB, QA, and QB, unless w() is already
0, in the new mesh configuration. Then, we look for
the edge A′B′ that has the largest value w(AB) and
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Figure 6. (a) If one side of the reversed triangle is a boundary edge, we eliminate it. (b) If the reversal occurs inside,
we flip an appropriate side of the triangle.

repeat the same procedure.
Since the largest value of w() monotonically de-

creases at each flipping, and since edges once checked
are not checked again, the above procedure terminates
after all the edges are traversed. In this process, the
measure w() is used only for comparison, so no thresh-
olds need to be introduced for judgment.

The above procedure can correct those incorrect
edges that can be corrected by a single flipping op-
eration. However, not all edges can be corrected that
way when one physical edge is crossed by multiple mesh
edges (see Fig. 9). So, we repeat the above procedure
until the mesh configuration does not alter any fur-
ther5.
5.3 Removing patch reversals

If we define an initial Delaunay triangulation over
a reference frame, patch reversal may occur in other
frames. This can be detected by computing the signs
of each triangular patch: the sign of 4ABC is 1 if the
order of A, B, and C is counterclockwise, −1 if clock-
wise, and 0 otherwise (degeneracy into a line segment).

If the sign is different in some frame, the triangle is
reversed there. We dissolve this as follows. If one side
of the reversed triangle is a boundary edge, we simply
eliminate it (Fig. 6(a)). If the reversal occurs inside,
we flip an appropriate side of the triangle (Fig. 6(b)),
as discussed by Morris and Kanade [7].

Once such patch reversals are resolved, no new re-
versals occur thereafter, since we check the concavity
of the surrounding quadrilateral before flipping edges.

6. Experiments

6.1 Real image examples
We show real image examples using two frames (M

= 2). Figs. 7(a), (b) are real images of a polyhedral
object, on which a Delaunay triangulation (based on
(a)) is overlaid. Figs. 7(c) shows the mesh optimized
by our method (superimposed on the first image). The
iterations converged in two rounds of the procedure
described in Sec. 4.2. The correctness and the compu-
tation time are written in the caption. The correct-
ness is (the number of correct edges)/(the number of

5We record the history of the flipping and stop the computa-
tion if the same configuration appears twice, which occurs very
rarely.

(a) (b) (c)

Figure 7. (a), (b) Real images of a polyhedral object
with a Delaunay triangulation (58 edges). (c) Opti-
mization by our method (100% correct, 2 rounds, 3.43
sec).

(a) (b) (c)

Figure 8. (a), (b) Initial triangulation (31 edges).
(c) Optimization by our method (100% correct, 3
rounds, 3.15 sec).

non-boundary edges) in percentage measured by visual
inspection. We used Pentium 4 3.2GHz for the CPU
with 2GB main memory and Linux for the OS.

Figs. 8∼11 show other examples along with the cor-
rectness, the number of rounds, and the computation
time. We could automatically detect and match fea-
ture points [4, 12], but some mismatches are inevitable.
Since our concern here is not the matching accuracy
but the performance of mesh optimization, we selected
matching points by hand.

From Figs. 8∼11, we can see that our method works
very well. It is effective even when incorrect edges
cannot be corrected by a single flipping operation (see
Fig. 9). In such a case, the intensity difference region is
not a marked triangle as shown in Fig. 2(c) but an ob-
scure blob. Still, our method can correct such incorrect
edges in the end after iterations.
6.2 Comparisons

We compared our method with the methods of Mor-
ris and Kanade [7] and Perrier et al. [8]. Table 1 lists
the correctness of the three methods for Figs. 8∼11.
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(a) (b) (c)

Figure 9. (a), (b) Initial triangulation (47
edges). (c) Optimization our method (100% correct,
3 rounds, 4.03 sec).

(a) (b) (c)

Figure 10. (a), (b) Initial triangulation (157 edges).
(c) Optimization by our method (98.7% correct, 3
rounds, 11.85 sec).

From this, we can see that our method is generally su-
perior to the methods of Morris and Kanade [7] and
Perrier et al. [8]. The exception is Fig. 10; our method
was unable to correct one edge, because the surround-
ing quadrilateral is too small and the texture is too
homogeneous.

The essential difference between the methods of
Morris and Kanade [7] and Perrier et al. [8] is whether
the intensity is normalized to cancel the illumination
changes. From Table 1, we see that the method of Per-
rier et al. [8] generally results in lower correctness. This
is because canceling illumination increases the similar-
ity between patches, decreasing the discrimination ca-
pability. The exception in which the method of Perrier
et al. [8] is superior is Fig. 9, in which considerable
illumination changes exist between the images.

In contrast, our method is indifferent to interframe
illumination changes, because we do not compare dif-
ferent frames; it only accumulates the evidence over

Table 1. Comparative Correctness (%).
Morris & Kanade Perrier et al. our method

Fig. 7 100 95.7 100
Fig. 8 73.9 69.6 100
Fig. 9 89.2 91.9 100
Fig. 10 100 98.7 98.7
Fig. 11 92.4 85.7 96.2

(a) (b) (c)

Figure 11. (a), (b) Initial triangulation (114 edges).
(c) Optimization by our method (96.2% correct, 7
rounds, 3.15 sec).

(a) (b)

Figure 12. Optimization for curved surfaces.
(a) Initial triangulation. (b) Optimization by our
method.

the frames, so our method achieves 100% correctness.
We also applied our method to curved surface scenes

(Fig. 12). The feature points in the first example were
generated and matched by the method of [4]. We see
that our method yields better polyhedral approxima-
tions, though quantitative evaluation is difficult.
6.3 Patch-based similarity and correctness

We closely examined the example of Fig. 8 to see
why the methods of Morris and Kanade [7] and Perrier
et al. [8] are considerably inferior to ours. Fig. 13(a)
plots in solid line for each iteration the total sum
of square intensity differences between corresponding
patches (the left scale); the dashed line plots the cor-
rectness in percentage (the right scale). Since the
method of Morris and Kanade [7] minimizes this sum,
it indeed decreases monotonically at each iteration, yet
the correctness does not increase at the second itera-
tion. Fig. 13(a) plots the intensity-normalized sum of
squares to be minimized (equivalent to maximize the
normalized correlation) corresponding to the method
of Perrier et al. [8]. Again, it monotonically decreases,
yet the correctness does not increase accordingly.

Thus, we conclude that the patch similarity mea-
sures of Morris and Kanade [7] and Perrier et al. [8]
are not good indicators of the correctness of triangula-
tion, whether illumination changes are canceled or not.

In contrast, our method focuses only on texture dis-
continuity in the region where it is potentially most
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Figure 13. The number of iterations (vertical axis)
vs. the total dissimilarity measure of the correspond-
ing patches (left axis: —◦— ) and the correctness
% (right axis: · · ·•· · ·). (a) Morris and Kanade. (b)
Perrier et al.

conspicuous, achieving 100% accuracy.
6.4 Use of video frames

We applied our method to video sequences as well.
We manually specified corner points in the first frame
and tracked them using the Kanade-Tomasi-Lucus al-
gorithm6. Then, we defined a Delaunay triangulation
over the middle frame, which is, according to our ex-
perience, least likely to cause patch reversals like those
shown in Fig. 6. We optimized the mesh by (i) using
the entire stream and (ii) using only the initial and the
final frames.

According to our experiments (not shown here), the
results using two frames are the same as using all
frames. In contrast, the correctness somewhat dete-
riorates for the methods of Morris and Kanade [7] and
Perrier et al. [8] if only two images are used. Overall,
our method is superior to the methods of Morris and
Kanade [7] and Perrier et al. [8].

7. Conclusions

We proposed a new technique for automatically
transforming a given triangular mesh so that it is com-
patible with the physical object shape. Doing real
video image experiments, we conclude:

1. Our method is superior to existing methods except
when the patches are extremely small.

2. The use of the initial and the final video frames is
sufficient rather than using all the frames.

The superiority of our method is because:
• The patch similarity measures of Morris and

Kanade [7] and Perrier et al. [8] do not necessarily
reflect the correctness of the mesh, while

• our method focuses on texture discontinuity in the
region where it is potentially most conspicuous.

• Intensity normalization of Perrier et al. [8] deterio-
rates the accuracy except in the presence of strong
illumination changes, while

• our method is indifferent to interframe illumina-
tion changes, because we do not compare different
frames.

6Available at http://vision.stanford.edu/~birch/klt/

Like the methods of Morris and Kanade [7] and Perrier
et al. [8], our method does not require any thresholds
for judgment. Our method is also effective for curved
surface scenes in generating a better polyhedral ap-
proximation.

Our method optimizes a given triangular mesh, but
if some corners are missing, the resulting mesh does not
represent a faithful 3-D shape however we optimize it.
Also, too many feature points reduce efficiency. Perrier
et al. [8] presented a scheme for removing points that
produce extremely narrow triangles and adding new
points inside large triangles. That type of process will
be effective in practice.
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